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Although neural networks have been widely applied
to medical problems in recent years, their applicability
has been limited for a variety of reasons. One of these
barriers has been the inability to discriminate rare
classes of solutions (i.e., the identification of categories
that are infrequent). In this article, I demonstrate that a
system ofhierarchical neural networks (HNN) can over-
come the problem of recognizing low frequency pat-
terns, and therefore can improve the prediction power of
neural-network systems. HNN are designed according
to a divide-and-conquer approach: Triage networks are
able to discriminate supersets that contain the infre-
quent pattern, and these supersets are then used by Spe-
cialized networks, which discriminate the infrequent
pattern from the other ones in the superset. The super-
sets that are discriminated by the Triage networks are
based on pattern similarity. The application ofmultilay-
ered neural networks in more than one step allows the
prior probability of a given pattern to increase at each
step, provided that the predictive power of the network
at the previous level is high. The method has been
applied to one artificial set and one real set of data. In
the artificial set, the distribution of the patterns was
known and no noise was present. In this experiment, the
HNN provided better discrimination than a standard
neural network for all classes. In a real data set of nine
thousand patients who were suspected of having thyroid
disorders, the HNN also provided higher sensitivity than
its corresponding standard neural network (without a
corresponding decay in specificity) given the same time
constraints. I discuss the reasons why the sensitivity
achieved by systems ofdivide-and-conquer hierarchical
neural networks is superior to that of non-hierarchical
neural network models, the conditions in which the
algorithm should be applied, potential improvements,
and current limitations.
NEURAL NETWORKS AND CLASSIFICATION

Neural networks, also known as connectionist sys-
tems, or parallel distributed processing models, are
computer-based, self-adaptive models of artificial intel-
ligence (Al) that were first developed in the sixties, but
that reached great popularity only in the mid-eighties,
after the development of the backpropagation algorithm
by Rumelhart et al. [1]. Initially derived from neurosci-
entists' models of human neurons, neural networks now
encompass a wide variety of systems (many of which
have no intention to mimic the human brain). Classifica-
tion, or pattern recognition, is one of the most common
uses of neural networks in medicine, and is usually
implemented as a supervised machine-learning method
because the system needs a set of training cases to esti-
mate its internal parameters, or weights. Typically, no
rules or other traditional AI knowledge representation
schemes are used in neural networks (with the exception
of hybrid models). Figure 1 shows the basic components
of a neural network. Input values are multiplied by

weights that are adjusted iteratively every time a set of
patterns is presented. The results of the multiplication
are passed through an activation function in each "hid-
den" unit of the intermediate layer of nodes (in our fig-
ure, the activation function is the sigmoid). The
activation values for the units of the "hidden" layer will
then be multiplied by the weights of the second layer,
and the results of these operations will subsequently
pass through the activation function of the output layer,
providing the final solution.
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Figure 1. Basic components of a neural network
Usually, the output node that has the highest activa-

tion at the end of the training phase will indicate the pre-
dicted category. In a classification application, inputs are
generally composed of the attributes of each instance in
a data set, and outputs constitute classification catego-
ries. For example, a neural network that was designed to
classify patients suspected of having thyroid disease,
such as the one depicted in Figure 2, may have as inputs
laboratory values, history data, and physical-examina-
tion items. The outputs are the classes hypothyroidism,
hyperthyroidism, and so on. In medicine, neural net-
works have been used in many different applications,
such as automated diagnosis of myocardial infarction
[2], prediction of length of stay in intensive care units
[3], decision support for assessing the adequacy of
weaning patients from ventilators [4], prediction of the
mechanism of action of new drugs [5], and radiology
applications [6,7,8,9]. The backpropagation algorithm
for supervised classification is the most frequent algo-
rithm employed in medical applications of neural net-
works [10].

The backpropagation algorithm applies a steepest-
descent (or hill-climbing) method to minimize an error
function, and therefore it inherits steepest-descent's
well-known problems: the existence of local minima,
the possibility of having multiple solutions, and the dif-
ficulty of assuring that the solution found is optimal.
Nevertheless, none of the limitations mentioned above
has prevented backpropagation-based neural networks
from being useful in a variety of real-world settings.
However, researchers should fully understand the limi-
tations of the backpropagation algorithm and its multi-
ple variants to benefit maximally from its use.
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RECOGNITION OF RARE PATTERNS
Even though researchers in medical informatics are

often looking for low frequency data or rare patterns, the
latter are difficult to recognize in certain types of
machine learning methods, including backpropagation-
based neural networks. The difficulty is often due to the
fact that the utility of a classification is not taken into
account by the methods employed, and that the error
that needs to be minimized is not weighted accordingly.
The standard error function to be minimized in a back-
propagation-based neural network is usually

(1)E (w) = 2£ [i-Oi] 2

where w is the weight matrix, Ci is the expected output
for pattern i, and O is the output provided by the net-
work [11]. The changes in weights in the backpropaga-
tion algorithm are proportional to the first derivative of
the error function. Since the error function is the result
of the sum of squared errors of all patterns, the patterns
with higher frequency will have a stronger influence in
the weight changes. Utilities can be taken into account
in the process of changing weights if the error function
is changed to reflect the researcher's interest in detecting
a given pattern. In the latter case, however, a different
network will have to be trained each time the utilities
change. I tried to avoid mixing the process of classifying
patterns according to their attributes with the process of
making the optimal classification based on a decision-
theoretic approach.

Machine-learning methods of classification provide
inexpensive means to perform classification. Backprop-
agation-based neural networks are able to perform clas-
sification reliably, provided that the frequency of the
relevant patterns is not low. With the increasing number
of electronic clinical databases, and the increasing costs
of manual processing, it is likely that machine-learning
applications will be necessary to detect deviant proce-
dures and unexpected outcomes. These patterns are
infrequent, but their detection is important. Therefore,
there is a need to enhance the predictive power of the
machine learning methods, especially the detection of
low frequency patterns, without a decrease in specificity.

Traditional classification methods, such as linear-
discriminant analysis, also have difficulties in detecting
infrequent patterns [12]. If the variability of the most
frequent classes is high, then a rare class may be consid-
ered just another instance of the most frequent class, and
no discrimination will be possible. On the other hand, if
all classes are equally represented and they are separa-
ble (linearly separable, if the simplest form of neural
networks - the perceptron - is used), then the neural
network should be able to make the distinction. A large
number of medical applications in which classification
is desired have the goal of discriminating a pattern of
low frequency (e.g., "thyroid disease", "bad prognosis")
from a pattern with high frequency (e.g., "no disease",
"good prognosis"). For example, if only a very small
group of patients who have undergone by-pass surgery
have prolonged lengths of stay in hospital, this category
will hardly be recognized by most machine learning
methods. These are, however, exactly the patterns that
need to be studied and followed more closely. Another
example is screening for certain diseases, which is con-
sidered beneficial even when the prevalence of the con-

dition is low but the overall benefit of detecting a case
justifies the costs (e.g, screening for congenital hypothy-
roidism, a disease that has a prevalence of 1/4,000) [13].
Unless neural network applications address the problem
of discriminating low frequency patterns, their use in
medical applications will not scale up to useful real-
world applications. The issues of (a) considering the
utility of a classification and (b) creating mechanisms to
allow the discrimination of rare patterns must be
addressed. In this article, I will focus on the latter.
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Figure 2. A generic neural network for thyroid diseases
HIERARCHIES OF NEURAL NETWORKS
The HNN is an architecture of neural networks in

which the problem is divided and solved in more than
one step. Figure 3 shows how a hierarchical system of
neural networks should operate: the first classifier, or
Triage Network, divides the data set in smaller subsets,
which will then constitute the inputs for the Specialized
networks.

DATABASE RECORDS
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TRIAGE'NETWORK

SPECIALIZED
NETWORKS

Figure 3. Hierarchical neural network
Electronic data from medical records are entered in a Triage network. This network

filter instances that should be further processed by Specialized networks.
The application of multilayered neural networks in

more than one step allows the prior probability of a
given pattern to increase at each step, provided that the
predictive power of the network at the previous level is
high (i.e., the area under the ROC curve is greater than
0.5). For example, suppose a researcher needs to dis-
criminate four categories of patterns in a given data set.
Among the patterns, there exists one that corresponds to
only 1 percent of the patterns. The other categories have
prior probabilities of 5, 44, and 50 percent. By applying
a classifier that can reliably discriminate a set of two
categories from the other patterns, and applying another
classifier to the results of this pre-classification, the total
number of patterns in the second step is decreased, and
consequently the frequency of a given pattern increased.
This increase in frequency allows a hierarchical neural
network classifier to discriminate patterns faster, as I
will demonstrate. The hierarchical model assumes that
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the first classifier is able to discriminate a superset of
some categories, which includes the desired one, from
the other ones. Since in any of these reliably constructed
supersets the prior probability of a category in the set is
higher than that of the initial sample, this process will
yield higher posterior probabilities for the desired class
than the one used by the classifier that attempts to make
all distinctions in one single step.

Using Bayes rule, where X is a vector of attributes,
and Ci is a category, we have:

P(C1IX) = PP(XICI) P (CI)
(2)

In the two-category case, the equation becomes:
P(XIC1)P(C1) (3)

P(C IX) = P (XIC1) P (C,) + P (X--C,) P (--C1)
Assuming that k, = P(XIC,) and k2 = P(XI.-C,) are

constants, and that P(-_C,) = I - P(Ci), we can see in
Eq.4 that whenever P(C,) is increased, the posterior
probability P(C,IX) is also increased.

k P (C,) (4)
P(C IX) - (k IkP(1)k

Therefore, if the prior probability of a class is aug-
mented in the training set and the sensitivity and speci-
ficity of the network remain unchanged, the posterior
probability of the class is increased. In other words, if
the Triage and the Specialized networks of the hierarchi-
cal system in Figure 3 each have the same number of
weights as that of the generic system (and consequently
the same potential for achieving the same sensitivity and
specificity after training), they can perform better than
the non-hierarchical system can.

This process confirms the intuition that if by any rea-
son the prevalence of a pattern is increased, while every-
thing else remains unchanged, the posterior probability
of that pattern, given the same set of attributes, is
increased. Therefore, if a Triage network is applied and
is able to reliably discriminate a set that contains the
desired pattern, an increase in the prior probability of
that pattern will occur, also causing an increase in the
posterior probability of that pattern in the corresponding
Specialized network. The question remains whether Tri-
age and Specialized networks with a smaller number of
weights than that of the corresponding Generic network
can also perform better than the non-hierarchical sys-
tem. If the total number of free parameters (weights) in
both systems is the same, the Triage and Specialized
networks will certainly have fewer weights than the
Generic network. The two following experiments were
designed to answer this question.
EXAMPLE I: SORTING BINARY NUMBERS
In order to evaluate the power ofHNN in classifying

low frequency patterns, and to compare it to a standard
neural network, I created an artificial data set using a
known distribution. In the artificial data set, four catego-
ries (Category 0, Category 1, and so on) have to be dis-
criminated. There were two attributes for each pattern,
which constituted the binary representation of the num-
ber assigned to each of the classes ("00" was the pattern
that corresponded to Category "0," "01" corresponded
to Category "1," "10" corresponded to Category "2,"
and "1 1" corresponded to Category "3"). Each input unit

corresponded to one digit of the binary number. All the
units were binary. The inputs patterns, frequency of each
type of pattern, and the expected output categories are
shown in Table 1.

Table 1: Distribution of patterns for Example I

____ _ _ _ _ ~ ..qu nc .... _ __ __ __

00 44% 0

01 1% 1

10 5% 2

11 50% 3

I tested the hypothesis that the HNN could discrimi-
nate low frequency patterns earlier (i.e., requiring fewer
training cycles) than a standard neural network could,
provided that the systems had the same number of
weights. Figure 4 shows how the hierarchical system of
neural networks works. A standard feed-forward neural
network that tries to classify the patterns in just one step
was created for comparison. Classification in the HNN
was done in a supervised manner in each step. The neu-
ral networks of the first-level (Triage networks) discrim-
inate patterns 0 and 1 from patterns 2 and 3. The two
networks for the second-level (Specialized networks),
discriminate between patterns 0 and 1 and patterns 2 and
3, respectively. Note that the total number of weights in
the HNN is the same as that of the standard neural net-
work (i.e., the total number of parameters that needed to
be estimated in each of the systems is controlled to be
the same).

Input pattemsna8

Input layer TRIAGE
OutputlayersI3TWORK

SPECIALIZED SPECIALIZED
NETWORK NETWORK

* *.' * *@ *@ iSortedpatterns
Figure 4. Sorting binary numbers

Table 2 displays the number of parameters to be esti-
mated (weights), the number of training cycles (epochs),
and the average time that each system took to converge
to a perfect solution. A perfect solution was defined to
be achieved when the activation of the correct output
unit was at least twice that of the other output units. No
noise was added to the data. Training was done by
epochs. I performed 10 simulations for each system,
starting with different initial weights. All networks were
trained with a fixed learning rate of 0.01 and no momen-
tum term. The overall time spent for making the perfect
classification was significantly reduced (p< 0.01) with
the use of HNN. I did not run Specialized networks in
parallel, even though by doing so time could be reduced
even more. It must also be taken into account that one
epoch in the non-hierarchical network takes longer than
one epoch in any of the networks in the hierarchical sys-
tem, given the smaller number of weights in each of the
networks of the latter, and the smaller number of pat-
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terns in the Specialized networks.
Tamble 2: Comnamr'ion of avaterns for Examnle I

stanaarad NN Iu 24Q '148,791 3ummn3jsec
Hierarchical NN 18 24 14,623 2 min 37 sec

Perceptron 6 8 11,119 2 min 00sec

Hierarchical Perceptron 12 12 6,437 36 sec

Average of 10 runs. Refers to the detection of pattern 1.
Average time on an HP9000 workstation. Considers longest epoch in the hier-

archical system.
Although the nature of the problem allows a simple

perceptron (a one-layered neural network) to converge
to a solution, my study focused on the behavior of the
backpropagation algorithm for multilayered neural net-
works. The perceptron's performance on this problem
(see Table 2) was extremely good, as expected, but it
would not be as good in the case of a non-linearly sepa-
rable problem, as we will see in Example II. A multilay-
ered neural network that has enough hidden units can
approximate any function [14], and its applicability is
therefore much broader than that of a perceptron. Fur-
thermore, a hierarchical system of perceptrons also
proved to converge faster than a standard perceptron did
in this example.

Figure 5 displays the number of epochs (in fact, the
logarithm of the number of epochs, given the orders of
magnitude involved) required for the standard neural
network to learn patterns that have different frequencies
in Example I. As we can see, the standard neural net-
work requires an overwhelming number of training
cycles to detect low frequency patterns.
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Figure 5. Number of epochs and pattern frequency
One might still argue that the pre-selection of sub-

sets that were themselves linearly separable introduced
a bias in favor of the hierarchical system. I also ran the
same experiments dividing the subsets in a different
way, such that patterns "00" and "11" would be sepa-
rated from patterns "01" and "10" in the Triage network.
This grouping would require that the Triage network
would be able to solve a non-linearly separable problem
first, and is by far the worst possible grouping: the Ham-
ming distance between patterns in the same group is
twice that of patterns in other groups. Furthermore, the
proportions involved would require the Triage network
to detect a subgroup that had a low frequency value
itself (the patterns "01" and "10" constitute only six per-
cent of the total number of patterns). The HNN exhib-
ited a peculiar behavior: four of the ten networks
converged to a solution after relatively few epochs
(mean: 34,944), but the other six did not converge to a

perfect solution even after 4x105 epochs. This result
indicates that the groupings should be done by similarity
of features, rather than be based purely on pattern fre-
quencies. Therefore, merging rare patterns that do not
share similarities into a group simply to increase their
frequency in the training set does not help. Patterns have
to be similar for the Triage network to work.

Another experiment, in which the pattern distribu-
tion was changed to the one shown in Table 3, proved
that the difficulties encountered by the Triage network
were not related to the combined low frequency of the
group "01" and "10", but to the fact that the similarities
within the groups were low. None of the ten Triage net-
works built for this experiment converged to a perfect
solution after 4x105 epochs. Pattern similarity seems to
be the key factor in determining the success of HNN.

Table 3: Another distribution of patterns for Example I

00 1% 0

01 45% 1

10 5% 2

11 49% 3

Evaluation of a test set was not necessary in this arti-
ficial example because the categories were defined as
being the decimal representation of the binary numbers.
The systems would have exhibited the same perfor-
mance on any test set composed of the same patterns,
independent of their distribution. Overfitting was not a
concern for exactly the same reason.

In order to determine whether (a) the difficulties that
standard neural networks had to detect low-frequency
patterns in the artificial data set would be reproduced in
a real-world data sets, which often contain missing val-
ues and noise, and (b) the proposed solution would also
be applicable in more complex problems, the following
experiment was designed.
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Figure 6. Thyroid diseases triage neural network
EXAMPLE II: THYROID DISEASES

I used a set of 9,172 patients suspected of having
thyroid diseases, obtained from the data repository at
University of California at Irvine [15]. The same data
set was used by Quinlan to demonstrate the performance
of decision trees in diagnosing hypothyroidism [16]. I
used a subset of 4,586 patients to train the networks. A
standard neural network discriminated ten different
diagnoses. It consisted of 22 inputs, 10 hidden units, and
10 outputs. The standard neural network, or Generic
network, was shown in Figure 2. In the HNN, the Triage
network was dedicated to discriminate patterns of
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hypothyroidism, hyperthyroidism, normality, and
other thyroid conditions. The rationale for establish-
ing these groupings was based on the assumptions
that (a) patients in each group shared similar attribute
values, and (b) even if not all the specialized networks
were able to refine the solution and obtain a final
diagnosis, the partial diagnoses provided by the Tri-
age network could be clinically useful. Figure 6
shows the Triage network. The Specialized network
for hypothyroidism, shown in Figure 7, takes as
inputs all patients that were classified in hypothyroid-
ism in the Triage network and discriminate the pat-
terns of primary hypothyroidism, secondary
hypothyroidism, compensated hypothyroidism, and
hypothyroidism not otherwise specified.
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Figure 7. ypothyroidism neural network
Table 4 shows the distribution of the output cate-

gories in the training set. Some patients had more than
one diagnosis. Input attributes included age, gender,
current medications, pregnancy status, previous thy-
roid surgery, presence of other illness, treatment with
'III, clinical signs, and laboratory values for TSH, T4,
T4U, T3, and TBG. Missing values were imputed as
their means (in the case of continuous variables) or
their mode (in the case of categorical variables).

Table 4: Distribution of Datterns for Exarngle 11

normal 6771 72.52

Hyperthyroidism, NOS 193 2.07

Primary hyperthyroidism 21 2.25 x

Toxic goiter 18 1.93 x 10-3

Secondary hyperthyroidism 9 9.64 x 10-4

Hypothyroidism, NOS 1 1.07 x 10Q4
Primary hypothyroidism 239 2.56

Compensated hypothyroidism 419 4.49

Secondary hypothyroidism 8 8.57 x 104

Other conditions 1658 17.76

The networks were trained as long as the error rate
in a test set of 4,586 patients was declining. When the
error in the test set started to increase again, the stop-
ping criterion was reached, and training was discon-
tinued. The networks were not trained up to
convergence to avoid overfitting [17]. Figure 8 illus-
trates the stopping criterion used on our networks.
More details on an earlier implementation of HNN
and the data set used for making the automated diag-
nosis of thyroid conditions can be found in [18]. Table
5 shows the time that the different systems took to

reach the stopping criterion.
Table 5: Comparison of systems for Exar

Hierarchical NNj 410j 18,511 4 h 59 min 45 sec
t Time on an HP9000 workstation.

The time performance of hierarchical systems was
clearly the best. The perceptron was not able to dis-
criminate rare patterns even after 4 x 105 epochs, indi-
cating that the problem was probably non-linearly
separable.

..........................~~~~~~~~............-. 1...... ..

ts ............
W ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~.........

QtSs h ...~~~~~~~~~~~~~~~~...... .......

stopping critro Epochs
Figure 8. Avoiding overfitting in neural networks
Table 6 shows the sensitivities and specificities of

the different systems after 90 minutes of training for
the class hypothyroidism. Table 7 shows the equiva-
lent numbers for the pattern compensated hypothy-
roidism. These numbers are based on the test set. Note
that the increase in sensitivity obtained by using HNN
is not coupled with a marked decrease in specificity.
The superiority of the hierarchical system was clearly
demonstrated in this complex problem. Not all possi-
ble subsets of variables were tried, but the results
clearly confirm what was learned from the experiment
using the artificial data set: HNN can learn rare pat-
terns faster than their non-hierarchical counterparts,
provided that the groupings are defined based on pat-
tern similarity.

Table 6: Prediction of class Hypothyroidism

Hierarchical NN 79.35% 98.82% | 1,800 | 90minm

t Approximate time on an HP9000 workstation.
Table 7: Prediction of Compensated Hvpothvroidism

Hierarchical NN _65.87% 98.79% 3,800 90 m
t Approximate time on an HP9000 workstation.

DISCUSSION
Several authors have dealt with the decomposition

of complex problems inside and outside the field of
neural networks. The reasons for developing the hier-
archical models of neural networks were in general
very different from the ones presented in this article.
Fukushima [19] developed the Neocognitron for
eliminating the problem of space variations in the
visual recognition of handwritten digits. The author
was not specifically concerned with the frequencies of
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the patterns involved. He has also suggested that there
were similarities between his architecture and the
human visual cortex. Ballard [20] also developed a
system of hierarchical neural networks for applica-
tions in machine vision, and he was particularly con-
cerned with the problem that the backpropagation
algorithm might not scale-up to complex networks.
Hrycej [21] discussed modularization in neural net-
works. In his system, preprocessing of inputs was
done in an unsupervised manner by a neural network,
and the results of this factoring process were then
imputed in the following networks. Frean was con-
cerned with the problem of establishing the necessary
number of units in a neural network, and conse-
quently developed an algorithm for incremental addi-
tion of hidden units [22]. Romaniuk and Hall [23]
developed the Divide and Conquer Network algo-
rithm (DCN) that could also be related Frean's work.
Hripcsak [24] developed a connectionist model for
decision-support in medicine based on several back-
propagation modules to incorporate real-valued and
uncertain data. Even though many of the works men-
tioned above carried the name "Hierarchical Neural
Networks", the systems developed by Jordan et al.
[25] and Curry and Rumelhart [26] bear the most sim-
ilarity to the one described in this article. Jordan pro-
posed a system where many networks of experts
would receive the system's inputs and compete for
providing the best solution. A gating network decided
among the experts' solutions. The system proposed in
this article is different. Even though I propose a sys-
tem were Specialized networks refine the partial solu-
tions proposed by the Triage network, the decision on
which network to use is done first, so not all experts
need to be overburden with all data.

Curry and Rumelhart's work on the Mass Spec-
trometry Network (MSNet) is closely related to the
one presented here. In that system, categories of
chemical compounds are determined in a Top level
network. The probability of belonging to a given
group, allied to the original input attribute vector were
then used by Specialized networks to refine the solu-
tion and get a final diagnosis. The authors were con-
cerned with the fact that low frequency patterns
would cause the performance of the network to decay,
and they solved the problem of dealing with infre-
quent patterns by using a different strategy: they
trained the network to recognize low frequency pat-
terns by assigning a higher utility to these patterns.
This procedure was done by modifying the learning
algorithm, and processing the final output to reflect
the consequent changes in posterior probabilities. My
system, however, tried to disambiguate the process of
diagnosing the categories from the process of using
utilities while training to make an optimal decision
based on a decision-theoretic approach. In my system,
the diagnosis is based on the similarities between the
patterns, and not on their relative utility. Once the
diagnostic process is proven to be reliable and based
mainly on the features presented by the inputs, the use
of utilities and the decision on which category to
choose should be straightforward. The selection of the
best grouping at the Triage level may involve human
participation, as in this study, or the clustering of
examples by similarity-based algorithms, such as

multidimensional scaling [27]. Rumelhart has also
proposed the preprocessing of input patterns to elimi-
nate the problem of low-frequency-pattern detec-
tion'. The preprocessing involves the replication of
rare patterns up to the point where all categories have
equal prior probabilities. A full investigation on the
implications of this approach in terms of loss of spec-
ificity still needs to be done. As occurs in other sys-
tems, the rise in sensitivity of a classifier is tightly
coupled with a decay in specificity. In screening large
data bases, it is desirable that the rate of false-posi-
tives not be too high. Although I tried the replication
method in the artificial data set - obtaining very
good results with the standard neural network, as
shown in Table 8- application and evaluation of the
method in the thyroid set is still under development.
The problem of applying this strategy to the thyroid
data set stems from the fact that the greater the num-
ber of patterns, the longer the time spent per epoch. In
the training set, the network would have to handle
approximately 67,710 instances per epoch if low fre-
quency patterns were replicated to reach the same
number of patterns of the most frequent category. The
time spent per epoch would be therefore more than
seven times longer. The advantages of this replication
method over HNN must be further studied.

Table 8: Another system comparison for Example I

Standard NN 24 304.8 6 sec

Hierarchical NN 24 857.4 9 sec

Perceptron 8 124.4 2 sec
t Average of 10 runs. Refers to the detection of all patterns.
tAverage time on an HP9000 workstation. Considers longest epoch in the
hierarchical system.

Although I have demonstrated the superiority of
HNN over standard neural networks, given specific
time constraints, further enhancement of classification
results could be achieved by implementing methods
for pruning small weights and therefore reducing the
number of free parameters allowed in the system [28].
Future work includes the study of misclassified cases
to make sure that the gold-standard was correct and
comparison with other statistical methods of pattern
recognition. A principled way to establish the group-
ings at intermediate stages of the hierarchical systems
needs to be developed. The adequacy of clustering
methods for this purpose has to be tested. I am cur-
rently working on an implementation of HNN in the
analysis of a large data set of HIV infected patients, in
which investigation of these issues will be pursued.
There are a number of medical applications other than
the ones mentioned here that could benefit from
HNN. As structured electronic medical records
become more common, screening large data sets for
unusual patterns may be greatly enhanced by the use
of HNN. The unusual patterns detected by the neural
networks can then be processed by a number of man-
ual or computer-based decision-support applications.
Database mining for knowledge discovery in large
databases may also benefit from the power and sim-
plicity of HNN.

1. Rumelhart DE. Personal communication, 1994.
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CONCLUSION
The number of epochs required to train a neural

network to detect patterns increases exponentially
with the decrease in pattern frequency. To minimize
this problem, a HNN can be used. Two examples,
which used an artificial data set to classify binary
numbers and a real-world complex data set of patients
suspected of having thyroid disease, indicate that
hierarchical systems of neural networks can overcome
the problem of low frequency pattern detection in
backpropagation neural networks if the selection of
groupings at each step is based on pattern similarity.
Many medical problems are amenable to such decom-
position and should benefit from the use of HNN,
especially if the detection of low frequency patterns is
required. Furthermore, a rational choice of groupings
may be useful for providing partial diagnoses and
even for explanation purposes.
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